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The photochemistry of carbonyl compounds is of considerable atmospheric importance, but the mechanisms and
dynamics are often unknown. Here, we explore these topics for a system with adjacent keto and enol chromo-
phoric groups. The photochemistry in the S; and S, states of the most stable tautomer of 1,2-cyclohexanedione,
is studied theoretically using molecular dynamics simulations with a semi-empirical excited-state potential.
Results are compared with experiments. The main results are: (1) Calculations provide an interpretation of the
measured absorption spectrum. (2) There is good agreement between the predicted and experimental photo-

products. (3) Agreement with experiments on the products suggests the latter can be predicted without treating
non-adiabatic transitions. (4) The mechanisms of formation of the products are predicted by the simulations. (5)
The adjacent keto-enol system is found to be photochemically very different from the pure keto one.

1. Introduction

Interaction of light with matter is fundamental in naturally occur-
ring processes such as photosynthesis [1], vision [2] and formation of
vitamin D [3]. In many processes, the chromophore in which the
electronic transition for a given spectral band is localized can be clearly
defined. The localization of the excitation to a certain atom or a group
of atoms in the molecule simplifies the understanding of the photo-
chemical process. However, many other systems contain more than one
chromophore, and therefore their photochemistry is far more complex.
In this case, the interactions between the chromophores play an im-
portant role in treating the system: If the chromophores are sufficiently
separated, then they can be treated individually, and a simpler picture
arises. However, in the case of close proximity, the chromophores in-
teract, and as a result, the photochemical processes of the combined
chromophores may differ from the photochemistry of each individual
chromophore [4,5]. The focus of this research is to get a better un-
derstanding of the strongly interacting chromophores.

One of the simplest and also widely found chromophores in nature
is the carbonyl group. Carbonyl compounds are emitted to the atmo-
sphere as a result of combustion processes and as secondary oxidation
products of virtually all hydrocarbons [6-8]. Photoinduced processes in

carbonyl compounds are important in atmospheric chemistry, as well as
in organic chemistry, because carbonyls absorb solar radiation and have
high quantum yields for certain photochemical reactions. For example,
our recent study of the photochemistry of cyclohexanone has predicted
rich photochemistry occurring on picosecond time scales following a
photoexcitation in the first excited state [9].

In this paper we compare the photochemistry of cyclohexanone,
containing one chromophoric carbonyl group, with a structurally re-
lated system, cyclohexanedione (CHD), containing two closely located
chromophoric groups. Previous experimental studies relying on in-
frared spectroscopy in cold inert gas matrix environment [10], electron
loss spectroscopy [11], ion cyclotron resonance mass spectrometry
[12], electron diffraction spectroscopy [13] and NMR spectroscopy in
solution [14] led to the conclusion that the diketo form of CHD is less
stable than its keto-enol tautomer, i.e., 2-hydroxy-2-cyclohexen-1-one.
Additionally, the stability of the keto-enol structure relative to the di-
keto-structure was confirmed by electronic structure calculations on
different levels of theory [10]. In the following, we will abbreviate all
tautomers of cyclohexanedione as CHD, but will add diketo or keto-enol
modifiers for specifying the tautomer under discussion.

A previous experimental study of 253.7 nm (4.88 V) photolysis of
CHD in the gas phase [15] suggested the following mechanism. The
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Scheme 1. Primary Photochemical Reaction Channels of CHD Proposed on the
Basis of the Identified Photoproducts in the Study of Mukhopadhyay et al. [15].

system is initially excited to the second excited singlet state (S,) due to
its large oscillator strength at 253.7 nm (the band maximum is at
258 nm). The S, state is a bound state, therefore the system relaxes
either to a triplet state or a lower lying singlet state and reaches then
the ground state (Sp). Reactions are assumed to happen thermally on
the Sy state. Scheme 1 shows proposed photochemical reaction channels
leading to the experimentally observed products.

Reactions 1 and 3 in Scheme 1 represent decarbonylation processes,
resulting in carbon monoxide (MW = 28 g/mol) and cyclopentanone or
4-pentenal (both with MW = 84 g/mol), respectively. Reaction 2 pro-
duces two ethylene molecules (MW = 28 g/mol) together with two
carbon monoxide molecules. Reaction 4 results in two ketene
(MW = 42 g/mol) and one ethylene molecule. Reaction 5 creates me-
thyl ketene (MW = 56 g/mol), carbon monoxide and ethylene. Reac-
tion 6 gives ethyl ketene (MW = 70 g/mol) and ketene. As can be seen
from Scheme 1, there are several alternative pathways for the same
final products. For example, carbon monoxide is created in four dif-
ferent pathways, ethylene in three different pathways, and finally ke-
tene is produced in two different pathways. It is therefore important to
know the dynamics of the reaction to fully understand the mechanism
of creation of each photoproduct. This information cannot be obtained
from the experiment of Mukhopadhyay et al. [15], which relied on the
final product analysis, but it can be obtained from a molecular dy-
namics simulation which follows the fate of an individual excited mo-
lecule. The statistics gathered from the analysis of a large number of
molecular dynamics trajectories result in the yields for each pathway,
which can then be compared to experimental findings to confirm or
reject the proposed mechanism.

This study has two main objectives. Our first goal is to refine the
mechanism of CHD photodissociation. The experimental study by
Mukhopadhyay et al. [15] suggested that after photoexcitation and
relaxation, the reactions occur on the Sy state. In our study, we probe
whether the reactions can occur also on the excited states, in compe-
tition with the internal conversion. To get a full mechanism of all
possible photochemical processes, we are separately simulating ex-
citation to the S; state or the S, state. Our second goal is to study
photochemistry of CHD under atmospherically relevant conditions.
While S, has the strongest absorption coefficient in the UV peaking at
260 nm, the weaker S; state is more accessible under conditions of the
lower atmosphere. Photons with wavelength below 290 nm (4.3 eV) are
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efficiently absorbed by the ozone layer. We use simulations to contrast
the photochemistry resulting from the S; and S, transitions. Since the S;
state consists of a weak nx* transition, whereas the S, state is a strong
s transition, the behavior of the molecule is expected to be different.

The paper is structured as follows. In section II, we discuss the
systems and methods. In section III we report results and discussion.
The results are divided into vertical excitation energy of the system,
photoproducts obtained from simulation on the S, state, photoproducts
obtained from simulation on the S, state, comparison to the single
chromophore molecule cyclohexanone and a discussion whether in-
ternal conversion or intersystem crossing is important in this system. In
section IV, we discuss the atmospheric implication of this study, and
present our conclusions.

2. Systems and methods
2.1. 1,2-cyclohexanedione and 2-hydroxy-2-cyclohexen-1-one

Our previous work focused on photodissociation dynamics of cy-
clohexanone, one of the most common cyclic ketones [9]. Photo-
excitation of the carbonyl group chromophore in this system was shown
to lead to appearance of a range of photoproducts on a picosecond
timescale. The aim of this work is to investigate the effect of a second
chromophore on the photoexcitation dynamics. The simplest option is
to add a second carbonyl group next to the first carbonyl group, re-
sulting in 1,2-cyclohexanedione (CHD), as depicted in Scheme 2 on the
left side. While cyclohexanone is considerably more stable in the keto
form, CHD has two tautomers with comparable stability. Therefore, in
addition to the diketo structure of CHD, Scheme 2 includes it keto-enol
tautomeric form, 2-hydroxy-2-cyclohexen-1-one.

Fig. 1 shows the structures obtained from an MP2/cc-pVDZ level of
calculation. The lowest energy tautomer is the enol tautomer, while the
diketo structure is predicted to be higher in energy by 0.049 eV. Both
structures are not planar, and adopt chair-like conformations. The keto-
enol molecule gains stabilization compared to the diketo tautomer
through a more effective s-;t conjugation, and it is additionally stabi-
lized with a hydrogen bond between the OH and the carbonyl group.
With the energetic difference of 0.049 eV predicted at the MP2/cc-
pVDZ level, the Boltzmann ratio between the tautomers is 0.14 at
300K, strongly favoring the enol tautomer.

Experimental evidence supports the stability of the keto-enol
structure in gas phase, low-pressure vapor, solvents and solid N, matrix
[10,11,13]. A combined DFT and NMR study observed only the keto-
enol structure in solution [14]. Using electron-loss spectroscopy in the
gas phase, Francis et al. determined that CHD exist mainly in the keto-
enol form [11]. Gas-phase electron diffraction on 1,2-cyclohexanedione
at 295K, combined with ab initio calculations, found the keto-enol
form to be more stable [13]. Microwave measurements combined with
MP2 calculations also support the predominance of the keto-enol form
in the gas phase [16]. FTIR spectroscopy of CHD in low-pressure vapor,
CCl, solution and solid N, matrix found almost solely the enol tau-
tomer. Only in the pure solid CHD, the large dipole of the diketo form
has a stabilizing effect, and the diketo form becomes preferred [10]. In
view of the higher stability of the keto-enol form, the following dis-
cussion will be primarily focused on this tautomer.

O
O

Scheme 2. Tautomeric forms of 1,2-cyclohexanedione (CHD). The left structure
is the less stable diketo form, 1,2-cyclohexanedione, the right structure is the
more stable keto-enol form, 2-hydroxy-2-cyclohexen-1-one.
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Fig. 1. MP2/cc-pVDZ optimized structures of (a) 1,2-cyclohexadione and (b) 2-
hydroxy-2-cyclohexen-1-one (the enol tautomer of 1,2-cyclohexanedione). In
both cases, the two chromophoric groups are encircled in red.

2.2. Theory

This study is closely related to our previous study on the photo-
dissociation dynamics of cyclohexanone [9]. Although quantitative
accuracy is not possible with the approach used in Ref. [9], the appli-
cation of the same proven methodology to CHD should be able to semi-
quantitatively predict major effects. We, therefore, will only briefly
discuss the methodology, highlighting the essential differences, and
refer the interested readers to our previous study for more details.

The simulation approach is based on two key ingredients: the po-
tential energy surface and the dynamical description of the system. We
first address the choice of the potential. Accurate potentials exist, such
as CASPT2 [17], TD-DFT [18], MRCI [19], etc., that can be applied to
energetic calculations on a system of this size. However, in a dynamical
simulation, the energy calculations have to be carried out for each step
of the simulation, which make these methods computationally ex-
pensive and not affordable for long time simulations and for the number
of trajectories that are necessary for correctly predicting the product
yields. Noteworthy are the recent advances in simulating short time
processes (up to 1 ps) using CASPT2 gradients for systems of similar size
to CHD [20,21]. In both studies, the relaxation to the ground state after
photoexcitation, including the structural changes, were described on
sub-picosecond timescales. However, as stated already, the purpose of
our study is to understand photochemical reactions that occur on longer
timescales. Those calculations are still not feasible using CASPT2 po-
tentials on a timescale required to observe photochemical reactions.
Based on our previous experience in studying the photochemistry of
carbonyl compounds, we employed the orthogonalization-corrected
method 2 (OM2) potential [22] for the ground state calculations and
orthogonalization-corrected method 2/multireference configuration
interaction (OM2/MRCI) potentials for the description of the excited
states [23]. In previous studies, these potentials were proven to be re-
liable enough for treating photoexcitation processes [9,24-37].
Benchmarks studies show that the current OMx/MRCI methods perform
reasonably well for many of the excited-state properties compared to
methods like TDDFT/B3LYP, CC2, MRCISD and CASPT2 [38]. Our re-
cent study on the photodissociation of acrylic acid [25], which com-
pares the dynamics using these semi-empirical methods, with dynamics
using the ADC(2) potential and with experiment, resulted in good
agreement between the calculations and the experiments with respect
to reaction mechanisms, photodissociation pathways, and yields of
products. Thus, semiempirical potentials enable longer timescale si-
mulations than ab initio potentials, including the description of com-
plex photochemistry, such as different reaction mechanisms for pro-
ducts and their yields.

The second part of the methodology is the dynamical treatment of
the system in the excited state. Many different approaches exist for
treating the dynamical evolution on excited states as described in a
recent review [39]. Examples of methods for treating excited states
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dynamics are multiple spawning [40], Tully’s fewest switches algorithm
[41] and non-adiabatic Car-Parrinello dynamics [42]. Recent develop-
ments include programs which facilitates the usage of a large variation
of methods and potentials. SHARC is an example of a recently devel-
oped program that combines non-adiabatic dynamics with mainly ab
initio potentials [43,44]. Applications of SHARC include the treatment
of systems showing intersystem crossing, such as thymine [45] and 5-
azacytosine [46], and recently 2-thiouracil in combination with the
ADC(2) method [47]. Another program for treating non-adiabatic
transitions in the excited states is JADE [48]. Recent work with JADE
includes comparison of excited state dynamics using different potentials
on keto isocytosine [49]. Noteworthy is also the work of Lan et al. in
analyzing the huge amount of data created by molecular dynamics si-
mulations using an approach from machine learning [50]. All these
approaches have as a common basis an ab initio potential combined
with different types of dynamical evolution. For the size of systems
studied, these methods are able to describe short time dynamics (in the
femtosecond to picosecond timescale) which applies to geometric dis-
tortion and relaxation from the initial excited state but not to chemical
processes. In our approach, we are interested in chemical reaction dy-
namics, which take place on much longer timescales, and are therefore
using a semi-empirical potential for reducing the computational costs of
the simulation. We simulated photoexcitation to either the S; or S,
excited state surfaces for reasons described above. The dynamics on
each electronic state was treated adiabatically, i.e., state switching and
intersystem crossings were not considered. While the potential energy
surface was treated by quantum chemistry, the nuclear dynamics was
treated classically by applying Newton’s equation of motion using the
OM2/MRCI potential energy surface [23]. The quantum potential en-
ergy surface can describe bond making and breaking. We have shown in
our previous work on a number of carbonyl systems, that the photo-
chemistry can be described reasonably well by considering dynamics on
a single potential surface, therefore neglecting non-adiabatic transitions
and intersystem crossing events. We therefore use the same approach
here and assume that such events can be neglected. This is not to claim
that crossing of potentials for different states do not occur, just to as-
sume that only a small fraction of the reactive trajectories go through
such crossings.

Ground-state minima were calculated using the OM2 methods and
compared to the high-level MP2 method in conjunction with the re-
solution of identity (RI) approximation [51] using cc-pVDZ [52] as the
basis set. The OM2/MRCI method was used for calculating excited state
energies and properties. The active space was chosen to include the
highest five occupied and the lowest five unoccupied orbitals. Three
reference configurations were used for the MRCI calculations, namely
closed-shell, singly excited, and doubly excited configurations involving
HOMO and LUMO orbitals. The ab initio method ADC(2) [53] was used
for validation for the excited-state properties of the semi-empirical
method.

Sampling of the initial conditions was performed by running mo-
lecular dynamics simulation for 10 ps with a time step of 0.1 fs at 300 K
using OM2 for the electronic ground state. Structures were chosen by
applying two selection criteria to a large number of geometries ob-
tained by the ground-state Born-Oppenheimer potential energy surface.
First, the vertical excitation energy of the selected configuration to the
first (or second) excited state lies in the range of + 0.5eV of the S;
excitation (or S, excitation) of the reference geometry, the global
minimum. In principle, excitation to all states is possible, but the energy
window limits the excitation in this case to the first (or second) excited
state only. Second, geometries were selected by considering their
transition probability. The relative transition probability was calculated
by using the oscillator strength, the energy gap, and the transition di-
pole moment (see reference [54] for more details). For each state, a
random number 0 < n < 1 was generated, and if n was smaller than
the transition probability, then the structure was accepted. By this
procedure, structures chosen as starting configurations on the S; or S,
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surface resulted in a significant number of 107 trajectories for the S,
simulations and 205 trajectories for the S, simulations. As described
above, the selection criteria depend on the energy and transition
property of a specific state, therefore this procedure result in different
starting geometries for each state. These numbers allow for reasonable
statistical analysis of the different reactive events: Roughly speaking,
events which occur with a weight of 1% in the results are likely to be
represented in the trajectories.

The simulations were run for up to 100 ps with a time step of 0.1 fs.
Some trajectories (14 on the S; and 94 on the S, surface) were dis-
carded because of the energy conservation violation. Some trajectories
(35 on S; and 74 S,) were found to be unreactive. This resulted in a
total of 56 S; reactive trajectories and 29 S, reactive trajectories during
the 100 ps time window of the simulation. We have tried the adaptive
timestep algorithm [55], which only improved the lengths of the tra-
jectories slightly, but leaded to mainly non-reactive trajectories never-
theless. While the number of useful trajectories is lower for the S,
surface, it is still large enough in order to ensure an appropriate sam-
pling of the photochemistry.

Additionally, the absorption spectrum was calculated from a 100 ps
long MD run on the ground electronic state using the OM2 potential.
The long timescale of simulation enables a larger sampling of struc-
tures, and hence an improvement of accuracy in the calculated spec-
trum. A total of 10,000 geometries were extracted (one structure every
10fs). Excitation energies and oscillator strengths for the first and
second excited states were calculated. For each excitation energy, a
Lorentzian (with a full width of 0.001eV) was added to produce a
smoothed spectrum. All of the Lorentzians were summed up to yield the
excitation spectrum.

2.3. Experiment

The absorption cross section of CHD was measured in gas-phase and
in organic solvents. For gas-phase measurements, solid CHD was vola-
tilized in a 1-m pyrex gas cell fitted with quartz windows, to achieve a
pressure ranging from 0.027 Torr to 0.077 Torr as measured with a
Baratron pressure gauge (MKS model 227A). Radiation from a deu-
terium lamp was dispersed with an Instruments SA spectrometer with a
resolution of 1 nm, and detected using an EG&G diode array detector
[56]. Measured absorbances for 8 different trials were converted into
absorption cross sections, and the results were averaged. For mea-
surements in solution, CHD was weighed and dissolved in either
ethanol or acetonitrile at different concentrations, and absorption
spectra were taken with a dual-beam spectrophotometer (Shimadzu
UV-2450). The measured absorbances were converted into cross-sec-
tions. Data below 250 nm were discarded for the acetonitrile solution
because acetonitrile absorbs too strongly below this wavelength.

Photolysis of CHD was probed in gas phase using 253.7 nm mercury
lamp. The photolysis was carried out in a smaller 0.6 L stainless steel
vessel at 295K at a CHD vapor pressure of 0.2 Torr. In some experi-
ments, 600 few Torr of air was also added to the photolysis cell.
Following the photolysis, the content of the photolysis chamber was
transferred to a 47 L gas cell for analysis by FTIR for product analysis.
Since all of the products detected by FTIR have already been detected in
the Mukhopadhyay et al. [15] study, we elected to place our FTIR re-
sults in the supporting information section (see Figures S1-S4).
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3. Results and discussion
3.1. Vertical excitation energies and absorption spectrum

Vertical excitation energies and properties of the keto-enol form of
CHD calculated with ADC(2) are summarized in Table 1.

The first excited state at 4.03 eV is a weak nst* transition, followed
by a much stronger mm* transition for the second excited state at
4.96 eV. The oscillator strengths are scaled to the strongest transition,
in order to facilitate comparison between different structures and
methods. There is a large difference between cyclohexanone, with one
chromophoric group, and CHD with two chromophoric groups. In cy-
clohexanone, there is a large gap of about 3.5 eV between the first and
the second excited state, specifically, the first state is at 4.19eV (nn*
transition), and the second state is at 7.68eV (smm* transition).
Therefore, the second excited state in cyclohexanone is too high in
energy and not accessible for contributing to the excitation dynamics of
cyclohexanone at the atmospherically relevant excitation energies
(photons with energies above 4.3 eV cannot pass through the ozone
layer).

In CHD, however, the second excited state is much lower in energy
and might therefore contribute to the atmospheric photochemistry of
CHD. The lowering of the S, state in CHD relative to that in cyclo-
hexanone is from the more extensive conjugation across the 5 system
that includes the carbonyl group, the C = C bond next to it, and the
hydroxyl group, and makes the s-it* separation smaller. Under our
experimental (excitation at 253.7 nm) and simulation (starting on ei-
ther S; or S,) conditions, both excited states should be accessible
making it possible to examine the effect of the excited state in this
system.

Furthermore, the differences in the molecular orbitals for the cy-
clohexanone and CHD are prominent: in the former the st and n* or-
bitals are located on the carbonyl group only, in the latter, due to the
conjugation between the available t bonds, both orbitals are extended
to the carbonyl and the enol group together. The n orbital in both
systems are located mainly on the oxygen atom of the carbonyl group.
The orbitals describing the nn* and wn* transitions are similar to those
described by the study of Mukhopadhyay et al. [15]. The oscillator
strength of the second excited state of ™ character is several order of
magnitudes larger than of the first excited state of ni* character.

The OM2/MRCI vertical excitation energies of the keto-enol form of
CHD are given for comparison in Table 2.

At the OM2/MRCI level of theory, both S; and S, are shifted down
by about 0.25 eV compared to ADC(2). Still, the orbital excitations are
the same for both states. Electron-impact spectroscopy localized the
st state at 4.84eV [4], which is in excellent agreement with both
methods, with ADC(2) predicting it at 4.96eV and OM2/MRCI at
4.77 eV. The difference in the predictions for the third excited state (S3)
is larger, with the OM2/MRCI giving ~ 2 eV lower energy than ADC(2),
but there is no experimental value available to compare to. Fortunately,
only the first two excited states S; and S, are important for the dy-
namics; S3 is much higher in energy and should therefore be not ac-
cessible under typical atmospheric conditions. The overall agreement is
therefore reasonably good, and supports the usage of the OM2/MRCI
method for the photoexcitation dynamics.

To highlight the effect of the second chromophore, one can compare
the excitation energy of this compound, to the cyclohexanone in our

Table 1
Vertical excitation energy of 2-hydroxy-2-cyclohexen-1-one as calculated with ADC(2) method. Oscillator strengths are scaled to the strongest transition.
State Energy (in eV) Orbital transition Description Oscillator strength Dipole moment (Debye)
S1 4.03 HOMO-1 — LUMO 84 % ng* 0.0010 2.99
Sy 4.96 HOMO — LUMO 90 % T 1 5.92
S3 7.32 HOMO-2 — LUMO 49 % 0.0015 3.73

180
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Table 2
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Vertical excitation energy of 2-hydroxy-2-cyclohexen-1-one as calculated with OM2/MRCI. Oscillator strengths are scaled to the strongest transition.

State Energy (in eV) Orbital transition Description Oscillator strength Dipole moment (Debye)
Sy 3.75 HOMO -1 — LUMO 85% ny* 0.047 2.66
So 4.77 HOMO —LUMO 90 % froad 1 4.43
S3 5.48 HOMO —LUMO + 185% 0.12 2.70
previous study. The excited states in cyclohexanone are of nx* char- —_——s \
1s .. . X 7 It
acter or exhibit similarly a low oscillator strength. The effect of the enol — Calculated
group in CHD is to introduce a bright state of ™ state in the accessible — (Eias-phlase
excitation range. 2.0+ A:;r;atgr?itrile

For comparison, the vertical excitation energies of the diketo form
were calculated as well with ADC(2) and are given in Table 3.

Although, the predicted energies of the excited states are lowered
compared to the corresponding energies for the keto-enol form, the
transitions are all very weak, and have nst* character (none of the bands
can be described as sst*). This makes the transition less likely to occur.
Additionally, the Boltzmann distribution provides only a small con-
tribution of this structure (a ratio of 0.14 was calculated between the
diketo and the keto-enol form at room temperature). Therefore, it is
reasonable to assume that the contribution of the diketo form to the
photochemistry of this system can be neglected. Further evidence for
the negligible contribution of the diketo structure comes from the
predicted shape of the excitation spectrum, which is discussed in the
following.

Fig. 2 shows the calculated spectrum compared to experimental
spectra obtained in gas phase and in organic solutions. The spectrum
displays considerably higher signal-to-noise than the spectrum of CHD
reported by Mukhopadhyay et al. [15], enabling vibronic structure to
be visible at the peak of the main band near 260 nm. The lower energy
band near 320 nm is also clearly visible in the spectrum (Fig. 3).

The calculated major peak corresponding to the szt* transition lies
at ~275nm, a smaller peak corresponding to the nit* transition occurs
at ~335nm. The spectrum exhibits strongly the expected character-
istics of keto-enol group. Our calculations suggest that the diketo
structure does not contribute to the spectrum (no isomerization from
the keto-enol form to the diketo form was detected in the simulations).

The experimental spectrum obtained in gas phase is similar in
width, but blue shifted compared to the calculated spectrum. The
maximum absorption lies around 260 nm, which fits extremely well to
the previous study [15] which reports the maximum at 258 nm. A
smaller peak in the experimental spectrum appears around 320 nm
when the intensity is plotted on the log scale (Fig. 3). This peak can be
attributed to the ns* transition and its location is reasonably close to
the theoretically predicted peak. We note that the relative intensity of
the nnt* band is considerably higher when predicted by the OM2/MRCI
method (relative S;/S, oscillator strength 0.047, Table 2) as compared
to the ADC(2) method (relative S;/S, oscillator strength 0.001,
Table 1). Comparison to the experimental spectrum suggests that OM2/
MRCI may be overestimating the band strength for the S; transition
relative to S,. We also note that the hydroxyl group in keto-enol CHD
affects the position of the stwt* band. Specifically, keto-enol CHD absorbs
at longer wavelengths than methyl vinyl ketone (stx* and nz* bands
at < 220 and 320 nm, respectively), which also has adjacent C=0 and
C=C bonds but no hydroxyl group.

The experimental spectra of CHD obtained in solution are of similar

Table 3

2

Absorption Cross Section (cm /molec)

220 240 260 280 300 320 340
Wavelength (nm)

Fig. 2. Absorption spectra calculated with OM2/MRCI compared to experi-
mental absorption spectra in gas phase, and in ethanol and acetonitrile.
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Fig. 3. Absorption spectra calculated with OM2/MRCI compared to experi-
mental absorption spectra in gas phase, and in ethanol and acetonitrile.
Absorption cross section is plotted on a log scale to emphasize the weaker ns*
band.

shape, but red- shifted compared to the gas-phase experimental spec-
trum. Also, the nzt* band is not as well defined in solution relative as it
is in the gas phase (Fig. 3). The red-shift of the solution-phase spectra
can be explained by the stronger solvent stabilization of the large dipole
moment in the S, state of keto-enol CHD (5.92 D, Table 1) compared to
that in the Sy ground state (3.29 D). This shift of the sit* band to the red
is potentially important as it improves the overlap between the ab-
sorption cross sections and solar radiant flux density. This implies that
CHD might be more photochemically active when it resides in a

Vertical excitation energy of 1,2-cyclohexanedione as calculated with ADC(2). Oscillator strengths are scaled to the strongest transition in the keto-enol tautomer.

State Energy (in eV) Orbital transition Description Oscillator strength Dipole moment (Debye)
S1 2.97 HOMO —LUMO 90 % ni* 0.0001 4.08
Sz 4.21 HOMO -1 — LUMO 60 % o 0.0001 3.19
S3 5.93 HOMO —LUMO + 148% ni* 0.0004 2.36
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condensed phase (e.g., on environmental surfaces, in aerosol particles,
or in cloud/fog droplets) compared to gas phase.

In summary, the comparison between the predicted and experi-
mental absorption spectra strongly supports the keto-enol form of CHD,
since only this tautomeric form would result in an intense st* peak in
the spectrum. The predicted transitions of the diketo tautomer are very
weak in absorbance, which, in combination with the low abundance of
this tautomer, makes it difficult to detect.

3.2. Photochemical dynamics on S;

3.2.1. Photoproducts

In this section, we will first summarize the statistics of the photo-
products of CHD and compare to the experimental yields. Qualitative
comparison to the experiment is challenging because not all of the
photoproducts are detectable by mass spectrometry. Likewise, FTIR
spectroscopy can only detect a subset of products (e.g., only carbon
monoxide and cyclopentanone could be positively identified in the FTIR
spectra in Figures S1-S4). Therefore, the relative yields cannot be
quantitatively determined from the available experimental data. We
will have to compare the yields of the products on a qualitative basis
only.

A key advantage of the theoretical approach is that timescales for
different mechanisms can be obtained. In the following, we will
therefore discuss in detail the main reaction pathways leading to these
products, and describe the mechanisms and timescales.

Table 4 summarizes the product distribution of reactive trajectories
on the S; state.

Most of the trajectories (47 out of 56 or 84%) include H transfer and
H transfer back and resulted in the initial reactant, or an isomer of the
reactant at the end of the 100 ps simulation. The isomer if the reactant
is shown in Fig. 4. The isomer is obtained by H transfer from the hy-
droxyl group to the carbonyl group, resulting in a biradical.

In our simulation, we observed one or a combination of the fol-
lowing reactions: H transfer from the enol group to the carbonyl group
(with and without back transfer), C-C cleavage between the carbon
atoms bearing the functional group, cleavages of a different bond of the
ring (minor pathway), resulting in ring opening and recombination of
the fragment resulting in the reactant. In 4 out of 56 (7%) trajectories,
we observed decarbonylation with formation of the enol isomer of cy-
clopentanone. The enol form of cyclopentanone obtained theoretically
can be transformed into the keto form detected experimentally by an H
transfer. We assume that the timescale of this process is longer than our
simulation timescale and therefore we have not seen the keto form of
cyclopentanone in our simulations. In the experiment, the formation of
cyclopentanone could be verified by comparing the FTIR spectrum of
the photolyzed reaction mixture to that of pure cyclopentanone vapor
(FTIR spectra can be found in the supporting information section). An
isomer of 4-pentenal is also obtained in the simulation, which happens
to have the same molecular weight as cyclopentanone (84 Da) making it
challenging to distinguish these two compounds by mass spectrometry
(although Mukhopadhyay et al. [15] were tentatively able to tell them
apart based on the fragment ions in electron impact mass spectra). The
isomer of methyl ketene was obtained in 1 out of 56 (2%) of the tra-
jectories. We will discuss its structure later when describing the reac-
tion mechanisms. Eight out 56 (14%) trajectories resulted in a forma-
tion of CO. CO is the second main photoproduct, as can be seen also in
the reaction scheme 1, which lists CO as a product in three different
pathways. CO is also readily observed in the FTIR spectra, both in the
work of Mukhopadhyay et al. [15] and in this work (Fig. S4). Finally,
one out of 56 (2%) trajectories resulted in ethylene formation.

Comparing qualitatively the relative yields of our simulation to the
experimental mass spectra, we see an overall good agreement. The si-
mulation was not able to reproduce the experimental observation of
ketene. Note, pathway 6 of scheme 1 predicts the creation of ethyl
ketene (MW 70 Da) along with ketene (MW 42 Da). The peak at m/z 70
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Table 4
Product distribution obtained by theoretical simulation of the photoexcitation
to the S; state.

Product # of trajectories Percentage Nominal
(out of 56) molecular
weight (Da)
CHD (reactant or isomer of 47 84 112
reactant)

Cyclopentanone or 4-pentenal 4 7 84

Isomer of methyl ketene 1 56

co 8 14 28
Ethylene 1 28

was observed in the mass spectra by Mukhopadhyay et al. [15], but its
abundance did not change upon UV exposure. So the formation of ethyl
ketene might be masked in the experiment by the fragment of the initial
CHD reactant. Ketene was indeed observed experimentally. This opens
the question, whether ketene is indeed obtained by pathway 6 or
whether another mechanism yielding a different accompanying pho-
toproduct is responsible for its formation.

3.2.2. Mechanisms and timescales of different photoproducts
3.2.2.1. Formation of cyclopentanone. Fig. 5 shows the time-sequence in
which the enol form of cyclopentanone is created.

The initial geometry is the keto-enol form of CHD. At 1590 fs, an H
atom is transferred from the hydroxyl group to the carbonyl group.
After a short time, at 1810 fs, the C-C bond separating the two func-
tional groups is cleaved. The system undergoes a structural rearrange-
ment, yielding a linear structure at 2120 fs. After about 12 ps, the end
segments of the intermediate approach each other, so that the system
can form a five-membered ring instead of the previous 6-membered
ring. This is followed by an almost immediate expulsion of a CO mo-
lecule. Note, that the simulation predicts the enol form of cyclopenta-
none. This form can be easily converted to the keto form by transferring
the hydrogen of the hydroxyl group to the nearby carbon atom. The last
step is not observed in our simulation presumably because it takes
much longer than our simulation time. Indeed, in solution the ketoni-
zation of enols occurs on millisecond time scales (and is strongly pH
dependent) [57]. Some of the pathways leading to the cyclopentanone
product do not show the initial H transfer depicted in Fig. 5. The pro-
posed mechanism fits well to the first reaction pathway in Scheme 1, in
which cyclopentanone and carbon monoxide are created. In the study
of Mukhopadhyay et al. [15], the same photoproduct is obtained on the
ground state by a thermal dissociation pathway. However, the me-
chanism proposed by Mukhopadhyay et al. [15] is different in the order
of the steps. In their mechanism, there is first a ring opening, followed
by H transfer, then by CO detachment and finally by a ring closure.

3.2.2.2. Formation of ethylene. Three different pathways (namely
pathway 2, 4 and 5) of Scheme 1 postulate ethylene formation.
Pathway 2 results in ethylene and carbon monoxide, which can be
also obtained by various different pathways. Therefore, it is an open
question whether the system indeed proceeds through this pathway, or
whether ethylene and carbon monoxide are obtained by other
pathways. Pathway 4 is an additional mechanism for ethylene
formation, since the by-product ketene has been confirmed
experimentally. We were not able to find a trajectory describing
pathway 4. Either the yield for this pathway is very low, or the
simulation timescale is too short for observing this pathway. We only
observe ethylene formation by pathway 5, see Fig. 6 for the mechanism,
with a creation of an isomer of methyl ketene i.e. C(OH)CHCH, (a
radical) instead of methyl ketene itself. The structure is depicted in
Fig. 6 at step 2.

As can be seen from Fig. 6, two C-C bond of the ring are cleaved
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Fig. 4. H transfer from the hydroxyl group to the carbonyl group.

almost simultaneously. Approximately 40 fs later, a third C-C bond is
cleaved, producing carbon monoxide, ethylene and an isomer of methyl
ketene. Methyl ketene can be obtained by an H transfer from the hy-
droxyl group to the terminal carbon atom, presumably occurring on a
longer time scale.

3.2.2.3. Formation of 4-pentenal. We observed the formation of an
isomer of 4-pentenal, in agreement with pathway 3 in Scheme 1
(Fig. 7).

The creation of the isomer of 4-pentenal and carbon monoxide is
happening within 200 fs from the start of C-C elongation. First, the C-C
bond is elongated. When the C-C bond reaches the cleavage distance
(2.54), the adjacent C-C bond already starts to elongate. Finally, at
45.3 ps, the isomer of 4-pentenal and carbon monoxide are formed. 4-
pentenal can be formed by the transfer of the H of the hydroxyl group to
the adjacent carbon atom.

3.2.2.4. Formation of ketene. This product has not been seen
theoretically, but found experimentally by Mukhopadhyay et al. [15].
Two pathways (pathway 4 and pathway 6) suggest creation of ketene.
However, formation of ethyl ketene (pathway 6) could not be
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confirmed by the simulation and it also could not be unambiguously
confirmed by mass spectrometry experiments. We therefore suggest
that pathway 4 is the more likely route of ketene formation.

In summary, we have observed in our simulations the mechanisms
for reaction pathways 1, 3 and 5 of Scheme 1. Reaction pathway 2 is
possible, but the products can be also obtained by other pathways.
Reaction pathway 4 is an appropriate mechanism for the formation of
ketene (experimentally observed), since pathway 6 requires ethyl ke-
tene as a by-product, which neither experiment nor theory predict.

3.3. Photochemical dynamics on S,

The statistics of the photochemical reactions obtained after photo-
excitation to the S, state is summarized in Table 5.

The reaction mechanisms leading to the photoproducts in the table
appear to be similar to those occurring on the S; state, and are therefore
not described here. The simulations on the S, state are more difficult to
pursue due to problems in energy convergence and energy conserva-
tion. Therefore our statistics include only 29 trajectories, about half of
number of trajectories simulated on the S; surface. The limited number
of trajectories might therefore not represent all reaction pathways
possible on the S, state. We nevertheless attempt to compare both si-
mulations, keeping in mind the limited statistics on S,. We see almost
the same percentage of trajectories retaining the reactant or producing
its isomer (47 out of 56) 84% on the S, state, to 83% (24 out of 29) of
on the S, state. The sole reaction observed on the S, state is the dec-
arbonylation into cyclopentanone and carbon monoxide. The yield of
cyclopentanone is more than twice on the S, state than on the S; state.
The yield of carbon monoxide is slightly different (14% on the S; state,
17% on the S, state). The results suggest that the same photochemistry
happens on the S, state, but to a different extent. From our results, we
conclude, that it would be difficult to distinguish photochemistry on
these two states based solely on the photoproducts. Because there is no

& p
@
Initial Step 1: Step 2: Linear
geometry H transfer Ring opening structure
t=0fs t=1590 fs t=1810"fs t=2120"fs
<
Two ends Step 3: Step 4:
approach Ring closure CO detachment
t=14340"fs t=14390fs t=14460fs

Fig. 5. Snapshots along a trajectory which shows the creation of the enol form of cyclopentanone and CO.
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Short time before reaction

t = 86860 fs

Step 1:
SimultaneousC-C cleavages
t=87010fs

Step 2:
C-Ccleavage
t = 87050 fs

Fig. 6. Snapshots of a trajectory showing ethylene formation along with CO and an isomer of methyl ketene.

clear experimental marker that relates the photoproduct to one specific
state, we assume that the first two excited states are contributing to the
photochemistry of this system.

The study of Mukhopadhyay et al. [15] assumed that the system is
excited to S, and then relaxes (either through S; or T;) to the ground
state So. Our work suggests that the internal conversion step to S, is not
needed, and the same photochemical products can form on the S; or S,
surfaces. We have not explicitly checked that the system does not relax
to the ground state, but our results clearly show that the experimental
photoproduct can be explained by doing simulations directly on the S;
and S, states. Energy reaction profiles on the ground state were cal-
culated for all photoproducts in the work of Mukhopadhyay et al. [15].
It is noteworthy, that their suggested mechanisms have certain steps in
common with our prediction, such as ring opening and H transfer,
however, the steps differ in the order of the occurrence. It is for example
assumed, that first the open diketo structure is obtained, through steps
involving ring opening and H transfer, and from this structure all
photoproducts are created. In our simulations, we were not able to the
see the creation of the diketo structure. Most of our isomers to the
experimental observed structures are having a hydrogen atom con-
nected to an oxygen atom. We assume that the H transfer occurs later.
The difference between the mechanisms suggested by Mukhopadhyay
et al. [15] and by ourselves may be due to different states that are
involved (S; vs. Sp). We believe that the mechanistic details on different
states might be similar, whereas the reaction barriers might differ. Our

simulation has the advantage of being able to predict the order of the
steps involved in a certain mechanism. It is noteworthy that the
pathway creating ketene and ethylene has the highest barrier on the
ground state. If we assume, that this is similar in the excited state, this
might be a reason, why this pathway has not been observed.

3.4. Are triplets or conical intersections necessary?

In principle, both the calculation of Mukhopadhyay et al. [15] and
the experiment of Walzl et al. [4] predict, that the T; state lies en-
ergetically close to the S; state and might therefore play a role in the
photodissociation dynamics of this system. However, our simulations
are in overall good agreement concerning yields and products with the
experiment. We therefore believe, that at least some of the dynamics
can be well described using the S; surface without having to invoke
reactions on the T; surface. Given the large fraction of trajectories re-
sulting in the reactant or its isomer, it is possible that the photoproducts
not obtained in our simulations could be obtained over longer time
scales by taking the T; state into account.

Additionally, our study shows that the photoproducts could be ex-
plained solely by assuming adiabatic dynamics on a single state, and
that conical intersections may not be needed to describe the photo-
dynamics of this system.

Short time before reaction
t=45130fs

Step 1: C-C elongation
t=45250 fs

»”

Step 2: C-C cleavageand
simultaneousC-C
elongation

t=45270fs

Step 3: C-C cleavage
t=45300 fs

Fig. 7. Snapshots of the creation of an isomer of 4-pentenal and carbon monoxide.
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Table 5

Product distribution obtained by theoretical simulation of the photoexcitation
to the S, state. Since two products can be obtained by the same trajectory, the
percentage sums up to more than 100%.

Product # of trajectories Percentage  Nominal
(out of 29) molecular
weight (Da)
CHD (reactant or isomer of 24 83 112
reactant)

Cyclopentanone or 4-pentenal 5 17 84

Isomer of methyl ketene 0 0 56

co 5 17 28
Ethylene 0 0 28

3.5. Comparison with photodissociation of cyclohexanone

There are significant differences in the photodissociation dynamics
on the first excited state of cyclohexanone (containing one chromo-
phore) and keto-enol CHD (containing two interacting chromophores).
The most striking difference is in the number of reactive trajectories. In
cyclohexanone, only about 8% of the trajectories were unreactive on
the 100 ps time scale of the simulation, and the rest of the trajectories
resulting in various reactions including ring-opening by cleaving the C-
C, bond, ring-opening followed by recombination, ring opening fol-
lowed by CO detachment, ring opening followed by an H-atom transfer,
and other processes. In contrast, the majority of the trajectories in keto-
enol CHD produced no chemical change or an isomerization after
100 ps (Table 4). H-atom transfer occurs in CHD in about 84% of the
trajectories, compared only to 17% in cyclohexanone. H-atom transfer
is facilitated in the keto-enol form because the enol group is adjacent to
the carbonyl group. This shows that both the S; and S states of keto-
enol CHD are considerably less reactive than the S; state of cyclohex-
anone. Of course, due to the time constraints on the length of the si-
mulation, we cannot predict whether all excited states of keto-enol CHD
eventually react on longer time scales or undergo intersystem crossing
or internal conversion instead.

The major reactive pathway in cyclohexanone was the ring opening,
accounting for more than 50% of the reactive trajectories. In keto-enol
CHD, ring opening also occurs, but to a smaller extent — only 16% of the
reactive trajectories show solely ring opening. The rest of the reactive
pathways do not show a single C-C cleavage, but show rather several
concerted or nearly simultaneous C-C cleavages. Decarbonylation
pathways (i.e., loss of CO), either with or without ring closure, are both
occurring in cyclohexanone and CHD. However, the percentage of
decarbonylation is about twice as large (15% vs. 7%) for cyclohexanone
compared to keto-enol CHD.

4. Concluding remarks and atmospheric implications

In this paper, we investigated theoretically and experimentally the
photochemistry of CHD, a molecule with adjacent keto and enol groups.
The study examined the photoabsorption into the S; and S, excited
states, and of the reactions on the excited states. In addition, the results
were used to compare the photochemistry of CHD with that of the
previously studied, cyclohexanone, a cyclic ketone with a single chro-
mophoric group.

The study of the absorption spectrum has shown that although two
peaks of different intensities are observed in the absorption spectrum,
the S, and S; absorption bands overlap quite strongly. The calculation
show that photoabsorption is due to the keto-enol structure of the
species, rather than to the diketo tautomer, and this is very much in
accord with experimental data and predicted higher stability of the
keto-enol form of CHD.

The photochemical reaction was investigated computationally by
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Molecular Dynamics simulations using potentials from a semi-empirical
quantum chemical method. Comparison with experiment was made for
the observed products. Detailed conclusions on the mechanisms of the
reactions were extracted from the dynamics simulations. This leads to
predictions of a substantial number of reaction channels, with a com-
puted weight for each of these. It is encouraging that good agreement is
found between the predictions of the photochemical dynamics on the
major products, and the experimental observations. This inspires con-
fidence that the mechanisms and reaction channels predicted by the
Molecular Dynamics simulations are also likely to be correct. The
computational efficiency of the semi-empirical quantum chemical
method is a major advantage for future applications, also for photo-
chemistry of much larger molecules.

However this must also be viewed with caution, and examined in
future work. A recent study by two of the co-authors (D.S. and R.B.G.)
on the photochemical dynamics of acrylic acid [25] compared the
predictions of Molecular Dynamics with the semi-empirical potential
with Molecular Dynamics using the ab initio ADC(2) method [53]. On
the whole, good agreement was found between the two, especially in
predictions of products. However, differences between significant de-
tails of the dynamics (e.g. timescales) were also found. We therefore
conclude that further studies using ab initio Molecular Dynamics,
however costly, may perhaps lead to improved version of the semi-
empirical quantum chemical methods. This is also a major challenge to
experiment in carrying out methods that can directly explore the me-
chanisms also for reactions as complex as studied here. Ultrafast time-
resolved studies of the photochemical dynamics should greatly enhance
knowledge of photochemical mechanisms and pathways.

This work has several important atmospheric chemistry implications.
While the most common and most extensively studied atmospheric car-
bonyl compounds (such as acetone) contain a single chromophoric group,
a number of more oxidized molecules found both in gaseous phase and in
aerosol particles contain more than one functional group, and frequently
contain adjacent chromophoric groups. The most abundant 1,2 dicarbo-
nyls in the atmosphere are glyoxal and methyl glyoxal, which are pro-
duced by atmospheric oxidation of isoprene and aromatic compounds
[58]. Larger 1,2-dicarbonyls, including cyclic ones, can be produced by a
two-step oxidation of alkenes by OH (Scheme 3) or by OH oxidation of
aliphatic ketones, as demonstrated in Ref. [59].

Compounds with adjacent carbonyl groups on a 6-membered ring,
which are characteristic of the CHD structure, have been observed in
products of ozonolysis of B-pinene [60] and sabinene [61]. Oxidation of
polycyclic aromatic hydrocarbons such as pyrene and phenanthrene
also results in 1,2-dicarbonyls on 6-membered rings, which were de-
tected in the environmental samples [62]. The atmospheric fate of these
1,2-dicarbonyl compounds is poorly known. Our results suggest that
these compounds should absorb solar radiation more efficiently because
their electronic transitions are stronger and lower in energy compared
to monocarbonyls. Based on our results, the photochemistry of these
cyclic 1,2-dicarbonyls is quite different from photochemistry of the
corresponding monocarbonyls. Furthermore, the bathochromic shift in
the absorption spectrum in solution (Figs. 2 and 3) will further improve
the overlap between the absorption spectrum and solar spectral flux
density. This implies that 1,2-dicarbonyls compounds may be photo-
chemically active not only in the gas phase but also in aerosol particles
and liquid droplets. The photochemistry of 1,2-dicarbonyls should
therefore be investigated in all phases to better understand the fate of
these molecules in the atmospheric environment.

OH, 0, RO, HO O OH,0, O O
- — = —
Ri R Ri R Ry Ry

Scheme 3. Possible mechanism for production of 1,2-dicarbonyls in atmo-
spheric oxidation of alkenes.
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